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Abstract 

Research was conducted on making transported objects (e.g., containers, pallets, and boxes) 
active participants in their own security. This effort focused on improving transportation 
security by enabling the objects being transported to become active agents in their own 
protection. Here, the objects are equipped with sensing and communication capabilities and 
are able to determine and communicate their sense of security throughout the dynamic 
transportation chain in a distributed manner. As part of the project, we have developed 
several data mining algorithms to enable intelligent agents to detect changes from their 
environment state. We have also designed algorithms to allow agents to communicate with 
each other for enhancing safety for the group of agents. Research issues of the designed 
algorithms have been applied to the Transportation Security SensorNet (TSSN) real 
transportation chain. We have tested all the new algorithms on real sensor data collected 
from transportation sensor network environments. The results have demonstrated the 
effectiveness of these algorithms for wireless sensor network security applications and 
provided useful insights regarding the challenges of the anomaly detection problem for 
distributed security in challenging environments. In addition the "lessons learned" from our 
experiments are documented and a set of requirements for possible future systems were 
formulated. 
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Final Report- 
Rail Sensor Testbed Program: 

Active Agents in Containers for Transport Chain Security 

1    Introduction 

The goal of this effort was to improve rail security over trade lanes, e.g., transport from 
Mexico to an inland port at Kansas City. This effort focused on transporter identification, 
sensing, real-time monitoring and tracking, safety and compliance, and integration of 
local, state, and federal information. We focused on transiting from the current 
centralized model to a distributed one. The distributed model is based on making 
transported objects (e.g., containers, pallets, and boxes) active agents in their own 
security. The effort leveraged the application of effective container sealing using 
advanced RFID technologies, sensing, application of new radio technologies, and 
information management. Evaluation prototypes were built and deployed and new 
distributed sensor algorithms were developed. 

Section 2 outlines the approach to the project. Section 3 describes the research tasks and 
Section 4 lists published papers and personnel who worked on the project. 

There are two appendices. Appendix A describes the algorithms used by the agents to 
detect anomalous events and experiments. Details and analyses of the algorithms are in 
the published papers (see Section 4). Appendix B captures "lessons learned" from our 
experiments and is a set of requirements for possible future systems. 

2    Project Overview 

Current approaches to providing security of the container transport chain are based on a 
hierarchical approach in terms of the collection and analysis of critical information. In all 
current approaches the objects being transported are passive, that is, they are simply 
labeled, possibly with an RFID tag (there are exceptions for some perishable items that 
include simple temperature sensors). The information in the label can be extensive, but is 
static. 

The actual container transport chain is highly distributed, involving complex processes, 
since there is no single system governing the international movement of containers. For 
example, the security function is distributed among industries, regulatory agencies, 
liability regimes and legal frameworks. Such a distributed system is not represented well 
by the current hierarchical approaches to security. In addition, the state of the containers 
being transported is dynamic. For example, the location, movement, temperature, means 
of transportation, and even access limitations of a container change from the time it is 
loaded until it is unloaded at its final destination. 



As the cost of sensors, computing, and communications continues to decrease there is an 
opportunity to fundamentally change the centralized security model and move to a 
distributed one, which better represents the current reality. The distributed model is based 
on making transported objects (e.g., containers, pallets, and boxes) active agents in then- 
own security. In the distributed model each object is monitored by a set of embedded 
sensors and intelligent agents. An agent continuously senses its environment, the state of 
its object, and the state of neighboring objects. Each agent has a description of what 
constitutes a "secure" state. If the agent determines that the object has left the current 
notion of a "secure" state then a decision is required to determine whether the new state 
is one where the object's safety is violated or whether the change is an acceptable 
deviation. 

As an example, consider the transport of bags of money, where each bag includes an 
accelerometer, a processor executing the agent program, and a radio. The bags are loaded 
onto a truck and the agents communicate their accelerometer readings to each other; as 
long as all the readings are (reasonably) consistent, the agents have a degree of 
confidence that they are traveling together. However, if one bag observes significantly 
different readings (indicating that the bag is moving in a different direction or at a 
different speed from the others, meaning that it is probably off the truck), then there 
maybe a problem which needs to be communicated (based on [2]). In this simple example 
the agents define a "safe" state and conditions that violate that state. The presence of two- 
way communications and processing provides the opportunity to enable more complex 
monitoring behaviors. 

Our work transformed the problem from an external, periphery base model to an 
integrated, distributed model where agents dynamically work together and develop as a 
team to achieve greater security. The distributed model is that of endowing physical 
objects with the ability to determine and communicate their sense of security through 
consistency of information combined with sensor observations of their environment. 

The following research questions were addressed 

1. How are "object security states described?" What are the semantics and ontology 
to describe and reason about object security states? 

2. How do distributed agents form an initial mutually consistent security state? How 
do distributed agents maintain a mutually consistent security state? 

3. How does an agent detect a change from the mutually consistent security state? 

4. How does an agent determine if a detected change is permissible? How does an 
agent update its perspective of consistency? 

5. How can trade data exchange (centralized) information be used to as part of the 
consistency model? 

6. How does the distributed model scale (a) with number of elements, (b) with the 
number of objects, (c) processing time and energy, (d) communications, (e) 
number of sensors, and (f) number of agents? 

7. What are the deployment costs and utility tradeoffs? 



2.1     Rail SensorNet Architecture 

In this section we describe the Rail SensorNet architecture for monitoring trusted 
corridors and how the distributed approach is integrated into this architecture. 

Figure 1 System Architecture of the Rail SensorNet 

The Rail SensorNet is comprised of the following components: 

1. A Mobile Rail Network (MRN). The MRN includes sensors on containers and 
cargo, a control processor in the locomotive, a GPS receiver, and one or more 
communications devices (e.g., cellular telephone and satellite telephone). 

2. One or more communications networks, e.g., cellular telephone network, satellite 
network, and/or Internet. 

3. A Virtual Network Operating Center (VNOC). 

4. A Trade Data Exchange (TDE). 

The MRN includes sensors on containers and cargo, a control processor in the 
locomotive, a GPS receiver, and one or more communications devices (e.g., cellular 
telephone and satellite telephone). The distributed agent system communicates events to 
the MRN control processor. 

The communications networks in the Rail SensorNet are commercial services. Events are 
transmitted from the MRN to the VNOC and control messages transmitted from the 
VNOC to the MRN over the communications networks. 



The VNOC includes a database storing data about the cargo in transit, event filtering 
functions, and notification services. The VNOC filters events. For example, a "Sensor 
Seal Open Event" when the geographical location is a known freight yard is OK. But, the 
same event outside the freight yard would cause an alert. Alerts are sent to responsible 
parties based on attributes of the cargo. An alert for a container containing hazardous 
material might be sent to emergency services while an alert on low value cargo might 
only be sent to the railroad operator. Alerts are sent via the cellular short message 
service, email, or Internet services. 

The concept of a Trade Data Exchange is described in [4]. The TDE: 

1. Captures commercial clearance data, including Shipping List, Bill of Lading, 
Commercial Invoice, Certificate of Origin (NAFTA Letter), and Shippers Export 
Declaration. 

2. Interconnects commercial, regulatory and security stakeholders. 

3. Validates and verifies data to ensure accuracy, consistency and completeness. 

4. Performs forward notification to the customs broker to request verification of the 
trade origination documents. The customs broker accesses the TDE via the same 
portal to review and verify the trade documentation. 

5. Monitors the progress of the documentation via the TDE and notifies responsible 
parties when errors or incompleteness pose the threat of delaying a shipment. 

6. Performs risk assessment. 

The applications running on the MRN, VNOC, and TDE communicate using Service 
Oriented Architecture (SOA) protocols. Thus, it is relatively easy to extend the system 
with new services. 

2.2    Agent Based Systems 

There are many definitions of an "intelligent agent" (or simply, "agent"), but most 
researchers agree that an agent is an autonomous program that has the ability to sense the 
environment, the ability to communicate with users and other agents, and the ability to 
effect changes to the environment. Additionally, agents may be able to learn new 
behaviors, collaborate with others to resolve conflicts or perform tasks, and negotiate to 
share limited resources. 

Agent technology fits well in the proposed research since the software entities tracking 
the security state of a physical object, e.g., a container, need to operate continuously 
without human supervision (autonomously), must sense the state of the world, and must 
be able to communicate amongst each other and possibly to other system components. In 
this context agents must be able to sound alarms or perform actions that change the 
environment. In our model agents can also learn different definitions of "security," thus 
expanding their knowledge. The ability to learn is essential, since it is improbable that 
the developers of the agents can foresee and pre-program all expected states of the world. 
Consequently, the agents will need the ability to expand their notion of what is a safe and 



what is an insecure state. Such learning requires the ability of the agents to collaborate 
and negotiate with others to resolve potential concerns. 

Consider two example scenarios. Assume that the initial state of "safety" for a container 
is defined as "no change from current state." Let us also assume that the train on which a 
container is placed starts to move, changing the container's location and velocity. This 
change in the current state would make the container agent assume it is now in a 
potentially unsafe state, and would lead it to query the agents around it if they thought 
they, too, were unsafe. A "super-agent" which has the appropriate credentials informs the 
container agent that the current state change is appropriate and the new state is still safe. 
Given that the "super-agent" has the authority to define safe and unsafe states, the 
container agent accepts that. The agent learns that after being loaded on a train it expects 
a change in location and velocity. 

In the second example, the exact scenario as above is considered, but now there is no 
super-agent. In this case the other container agents on the train verify that they are also 
experiencing the same change, indicating they are all moving together. This information 
is compared to stored transport schedule information. If the timing of the motion is 
consistent with the transport schedule then the objects return to a safe state. 

The approach builds upon related work on reputation systems and the web of trust 
approach to security. The web of trust approach (popularized by PGP in the information 
security community) involves the use of data (signatures) from multiple trusted sources 
to allow redundant verification of the veracity of the data. Reputation systems [12, 13] 
utilize information from multiple sources to provide a decentralized mechanism for 
establishing the veracity of the sources of information. These trust approaches have been 
applied to a variety of regimes, including virtual communities [14], email [15] and 
ecommerce [16] and [17], and sensor networks [18]. These approaches define trust 
between players and develop associated trust models; frameworks for reputation systems 
exist. The "sense of security" concepts we developed have similarities with trust. The 
paradigm required a technical definition of "sense of security" and development of 
associated models similar to [14]. Transport security requires a highly agile architecture 
to adapt to the inherently dynamic environment and an architecture that can embed this 
capability in relatively inexpensive, low-power computing and communications 
resources. 

The new paradigm also has similarities to autonomic computing [ 19] where "systems 
manage themselves according to high-level behavioral specifications" [20]. Autonomic 
computing is currently targeted toward automating large computing systems like data 
centers. The general operation of autonomic computing involves an autonomic manager 
that executes a monitor-analyze-plan-execute loop that is targeted to achieve behavioral 
outcome, commonly system performance (e.g., maximum throughput) optimization [20]. 

3    Research Tasks 

The research project was organized into the following tasks. 



3.1 Model Development 

We identified the basic research issues associated with the proposed new paradigm. An 
ontology was defined, that is, the meaning of consistency and ways of establishing a 
mutually consistent view between distributed objects. An ontology is: the objects, 
concepts, and other entities that are assumed to exist in some area of interest and the 
relationships that hold among them [22]. For agent systems that are considered here, what 
"exists" is that which can be represented. When the knowledge of a domain is represented 
in a declarative formalism, the set of objects that can be represented is called the universe 
of discourse. Pragmatically, an ontology defines the vocabulary with which queries and 
assertions are exchanged among agents. Ontological commitments are agreements to use 
the shared vocabulary in a coherent and consistent manner. The agents sharing a 
vocabulary need not share a knowledge base, each knows things the other does not, and 
an agent that commits to an ontology is not required to answer all queries that can be 
formulated in the shared vocabulary. 

We defined an ontology in the context of Transport Chain Security. Distributed 
algorithms enabling objects to detect a change from their consistent state were developed 
as part of this task and are described in Appendix A. Such changes occur as the object is 
transported in a normal situation, thus the object's perspective of consistency is dynamic. 

The result of this task is the architecture for a system where physical objects are endowed 
with the ability to determine and communicate their sense of security through consistency 
of information combined with sensor observations of their environment. 

3.2 Mapping to Enabling Technologies 

In this task we mapped our distributed paradigm onto specific technologies. To test the 
architecture several use cases for a rail sensor testbed will be developed. From these use 
cases one or more prototypes will be designed and implemented, building upon the 
ongoing effort to develop SensorNet technologies to monitor trusted corridors. The result 
of this task will be a prototype design and implementation for physical objects endowed 
with the ability to determine and communicate their sense of security through consistency 
of information combined with sensor observations of their environment. 

3.3 Prototype Development and Logistics 

Testbeds and field prototypes are valuable for gaining an understanding of the real-world 
system trade-offs and identifying practical barriers to ubiquitous use of the technology. 
We executed a number of experiments to collect data for testing our implementations. 
Results of these experiments are reported in Appendix A and published papers. 

3.4 Prototype Deployment and Evaluation 

We deployed a prototype in the Rail SensorNet environment. Data and experiences 
collected during a number of trials are reported in Appendix B as a set of requirements 
for a future Rail SensorNet. 



4    Results 

4.1 Reports and Technical Papers 

The following technical reports and published papers resulted from work on this project. 

[1]       Q. Brian, et al., "Anomaly Detection with Sensor Data for Distributed Security," 
in ICCCN '09: Proceedings of the 2009 Proceedings of 18th International Conference on 
Computer Communications and Networks, ed: IEEE Computer Society, 2009. pp. 1-6. 

[2]      H. Fei and J. Huan, "L2 norm regularized feature kernel regression for graph 
data," in Proceeding of the 18th ACM conference on Information and knowledge 
management, ed. Hong Kong, China: ACM, 2009, pp. 593-600. 

[3]      H. Fei and J. Huan, "Boosting with structure information in the functional space: 
an application to graph classification," in Proceedings of the 16th ACM SIGKDD 
international conference on Knowledge discovery and data mining, ed. Washington, DC, 
USA, 2010, pp. 643-652. 

[4]      H. Fei, et al., "GLSVM: Integrating Structured Feature Selection and Large 
Margin Classification," in ICDM Workshops, ed, 2009, pp. 362-367. 

[5]      R. Jiang, et al., "Anomaly Localization by Joint Sparse PCA and Its 
Implementation in Sensor Network.," in Sensor KDD, ed. 2010. 

[6]      B. Quanz and J. Huan, "Aligned Graph Classification with Regularized Logistic 
Regression," in Proc. 2009 SIAM International Conference on Data Mining, ed, 2009. 

[7]      B. Quanz and C. Tsatsoulis, "Determining Object Safety using a Multiagent, 
Collaborative System," in Environment-Mediated Coordination in Self-Organizing and 
Self-Adaptive Systems (ECOSOA 2008) Workshop, ed. Venice, Italy, 2008. 

4.2 Personnel 

The project supported the following faculty in EECS: V. Frost, G. Minden, J. Evans, J. 
Huan, and C. Tsatsoulis. 

The project also supported Mr. Leon Searl, Mr. Dan DePardo, and Mr. Dan Deavours 
members of our technical staff. 

The following graduate students worked on the project: R. Jiang, B. Quanz, H. Fei, M. 
Kuehnhausen, D. Fokum, and M. Zeets. 

The following students worked on the project as undergraduates: A Oguna. 
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Rail Sensor Testbed Program: Active Agent in Containers 
for Transport Chain Security: Algorithms 


